

    
      
          
            
  
emcee

emcee is an MIT licensed pure-Python implementation of Goodman & Weare’s
Affine Invariant Markov chain Monte Carlo (MCMC) Ensemble sampler [https://msp.berkeley.edu/camcos/2010/5-1/p04.xhtml] and these pages will
show you how to use it.

This documentation won’t teach you too much about MCMC but there are a lot
of resources available for that (try this one [https://www.inference.org.uk/mackay/itprnn/book.html]).
We also published a paper [https://arxiv.org/abs/1202.3665] explaining
the emcee algorithm and implementation in detail.

emcee has been used in quite a few projects in the astrophysical literature and it is being actively developed on GitHub [https://github.com/dfm/emcee].
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Basic Usage

If you wanted to draw samples from a 5 dimensional Gaussian, you would do
something like:

import numpy as np
import emcee

def log_prob(x, ivar):
    return -0.5 * np.sum(ivar * x ** 2)

ndim, nwalkers = 5, 100
ivar = 1. / np.random.rand(ndim)
p0 = np.random.randn(nwalkers, ndim)

sampler = emcee.EnsembleSampler(nwalkers, ndim, log_prob, args=[ivar])
sampler.run_mcmc(p0, 10000)





A more complete example is available in the Quickstart tutorial.




How to Use This Guide

To start, you’re probably going to need to follow the Installation guide to
get emcee installed on your computer.
After you finish that, you can probably learn most of what you need from the
tutorials listed below (you might want to start with
Quickstart and go from there).
If you need more details about specific functionality, the User Guide below
should have what you need.

We welcome bug reports, patches, feature requests, and other comments via the GitHub
issue tracker [https://github.com/dfm/emcee/issues], but you should check out the
contribution guidelines [https://github.com/dfm/emcee/blob/master/CONTRIBUTING.md]
first.
If you have a question about the use of emcee, please post it to the users list [https://groups.google.com/forum/#!forum/emcee-users] instead of the issue tracker.


User Guide


	Installation
	Package managers

	Distribution packages

	From source

	Test the installation





	The Ensemble Sampler

	Moves
	Ensemble moves

	Metropolis–Hastings moves





	Blobs
	Using blobs to track the value of the prior

	Named blobs & custom dtypes





	Backends

	Autocorrelation Analysis

	Upgrading From Pre-3.0 Versions

	FAQ
	What are “walkers”?

	How should I initialize the walkers?

	Parameter limits










Tutorials


	Quickstart

	Fitting a model to data

	Parallelization

	Autocorrelation analysis & convergence

	Saving & monitoring progress

	Using different moves








License & Attribution

Copyright 2010-2019 Dan Foreman-Mackey and contributors [https://github.com/dfm/emcee/graphs/contributors].

emcee is free software made available under the MIT License. For details
see the LICENSE.

If you make use of emcee in your work, please cite our paper
(arXiv [https://arxiv.org/abs/1202.3665],
ADS [https://ui.adsabs.harvard.edu/abs/2013PASP..125..306F],
BibTeX [https://ui.adsabs.harvard.edu/abs/2013PASP..125..306F/exportcitation])
and consider adding your paper to the Testimonials list.




Changelog


3.0.2 (2019-11-15)


	Added tutorial for moves interface


	Added information about contributions to documentation


	Improved documentation for installation and testing


	Fixed dtype issues and instability in linear dependence test


	Final release for JOSS [https://joss.theoj.org/] submission







3.0.1 (2019-10-28)


	Added support for long double dtypes


	Prepared manuscript to submit to JOSS [https://joss.theoj.org/]


	Improved packaging and release infrastructure


	Fixed bug in initial linear dependence test







3.0.0 (2019-09-30)


	Added progress bars using tqdm [https://github.com/tqdm/tqdm].


	Added HDF5 backend using h5py [http://www.h5py.org/].


	Added new Move interface for more flexible specification of proposals.


	Improved autocorrelation time estimation algorithm.


	Switched documentation to using Jupyter notebooks for tutorials.


	More details can be found on the docs [https://emcee.readthedocs.io/en/v3.0.0/user/upgrade/].







2.2.0 (2016-07-12)


	Improved autocorrelation time computation.


	Numpy compatibility issues.


	Fixed deprecated integer division behavior in PTSampler.







2.1.0 (2014-05-22)


	Removing dependence on acor extension.


	Added arguments to PTSampler function.


	Added automatic load-balancing for MPI runs.


	Added custom load-balancing for MPI and multiprocessing.


	New default multiprocessing pool that supports ^C.







2.0.0 (2013-11-17)


	Re-licensed under the MIT license!


	Clearer less verbose documentation.


	Added checks for parameters becoming infinite or NaN.


	Added checks for log-probability becoming NaN.


	Improved parallelization and various other tweaks in PTSampler.







1.2.0 (2013-01-30)


	Added a parallel tempering sampler PTSampler.


	Added instructions and utilities for using emcee with MPI.


	Added flatlnprobability property to the EnsembleSampler object
to be consistent with the flatchain property.


	Updated document for publication in PASP.


	Various bug fixes.







1.1.3 (2012-11-22)


	Made the packaging system more robust even when numpy is not installed.







1.1.2 (2012-08-06)


	Another bug fix related to metadata blobs: the shape of the final blobs
object was incorrect and all of the entries would generally be identical
because we needed to copy the list that was appended at each step. Thanks
goes to Jacqueline Chen (MIT) for catching this problem.







1.1.1 (2012-07-30)


	Fixed bug related to metadata blobs. The sample function was yielding
the blobs object even when it wasn’t expected.







1.1.0 (2012-07-28)


	Allow the lnprobfn to return arbitrary “blobs” of data as well as the
log-probability.


	Python 3 compatible (thanks Alex Conley)!


	Various speed ups and clean ups in the core code base.


	New documentation with better examples and more discussion.







1.0.1 (2012-03-31)


	Fixed transpose bug in the usage of acor in EnsembleSampler.







1.0.0 (2012-02-15)


	Initial release.
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Testimonials


“My research—modeling strong gravitational lenses with 10-20 free
parameters—would be very difficult or impossible without emcee.”

—Shane Bussmann (CfA)




Since the initial release, emcee has been used in many published
scientific studies.
The most up-to-date list of citations to our paper—mostly positive ;-)—can be
found on The Astrophysics Data System (ADS) [https://ui.adsabs.harvard.edu/abs/2013PASP..125..306F/citations].
Here is a very incomplete list of users:


	Dorman, Guhathakurta, Fardal, et al. (2012) [https://arxiv.org/abs/1204.4455]


	Olofsson, Juhász, Henning, et al. (2012) [https://arxiv.org/abs/1204.2374]


	Bovy, Rix, Liu, et al. (2012) [https://arxiv.org/abs/1111.1724]


	Lang & Hogg (2012) [https://arxiv.org/abs/1103.6038]


	Bovy, Rix, Hogg, et al. (2012) [https://arxiv.org/abs/1202.2819]


	Bussmann, Gurwell, Fu, et al. (2012) [https://arxiv.org/abs/1207.2724]


	Brammer, Sánchez-Janssen, Labbé, et al. (2012) [https://arxiv.org/abs/1207.3795]


	Brown, Rosenfeld, Andrews, et al. (2012) [https://arxiv.org/abs/1209.1641]


	Bovy, Allende Prieto, Beers, et al. (2012) [https://arxiv.org/abs/1209.0759]


	Roškar, Debattista, & Loebman (2012) [https://arxiv.org/abs/1211.1982]


	Crossfield, Barman, Hansen, et al. (2012) [https://arxiv.org/abs/1210.4836]


	Morton (2012) [https://arxiv.org/abs/1206.1568]


	Monnier, Che, Zhao, et al. (2012) [https://arxiv.org/abs/1211.6055]


	Huppenkothen, Watts, Uttley, et al. (2012) [https://arxiv.org/abs/1212.1011]


	Cieza, Olofsson, Harvey, et al. (2013) [https://arxiv.org/abs/1211.4510]


	Weisz, Fouesneau, Hogg, et al. (2013) [https://arxiv.org/abs/1211.6105]


	Reis, Miller, Reynolds, et al. (2013) [https://arxiv.org/abs/1208.3277]


	Sanders, & Fabian (2013) [https://arxiv.org/abs/1212.1259]


	Akeret, Seehars, Amara, et al. (2012) [https://arxiv.org/abs/1212.1721]


	Riechers, Bradford, Clements, et al. (2013) [https://arxiv.org/abs/1304.4256]


	Kamruddin & Dexter (2013) [https://arxiv.org/abs/1306.3226]


	Sparre et al. (2013) [https://arxiv.org/abs/1309.2940]


	Price-Whelan & Johnston (2013) [https://arxiv.org/abs/1308.2670]


	Watkins, van de Ven, den Brok, et al. (2013) [https://arxiv.org/abs/1308.4789]


	Price-Whelan et al. (2013) [https://arxiv.org/abs/1311.3683]


	Guillochon, Manukian & Ramirez-Ruiz (2013) [https://arxiv.org/abs/1304.6397]


	Guillochon, Loeb, MacLeod & Ramirez-Ruiz (2014) [https://arxiv.org/abs/1401.2990]


	Cargile, James, Pepper, et al. (2014) [https://arxiv.org/abs/1312.3946]


	Keller et al. (2014) [https://arxiv.org/abs/1402.1517]


	Ransom et al. (2014) [https://arxiv.org/abs/1401.0535]


	Pérez et al. (2014) [https://arxiv.org/abs/1402.0832]


	Oliver et al. (2014) [http://dx.doi.org/10.1063/1.4866813]


	Narbutis et al. (2014) [https://arxiv.org/abs/1410.2514]


	Narbutis et al. (2014) [https://arxiv.org/abs/1410.2521]


	Schlaufman & Casey (2014) [https://arxiv.org/abs/1409.4775]


	Kirichenko et al. (2015) [https://arxiv.org/abs/1501.04594]


	Privon et al. (2015) [https://ui.adsabs.harvard.edu/abs/2015ApJ...814...39P]


	Lenz et al. (2016) [https://ui.adsabs.harvard.edu/abs/2016A%26A...586A.121L]


	Nelson et al. (2017) [https://github.com/refnx/refnx]


	Leiva et al. (2017) [http://dx.doi.org/10.3847/1538-3881/aa8956]




Please let us know if your work should be included
in this list or fork the repository [https://github.com/dfm/emcee] and add
it yourself.
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